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 In this study, the authors propose a process of increasing accuracy in Naïve 

Bayes with a combination of feature selection using the gain ratio and Relief-

F methods. The cause of the less than optimal accuracy in Naïve Bayes 
compared to other classification methods is due to the less significant influence 

of features and the relatively low percentage of influence of data in 

determining the class of new data. The Gain Ratio and Relief-F methods are 

used to select features that have a poor correlation with the data being tested. 
The test of the proposed method is to compare the accuracy obtained from the 

Naïve Bayes method without using feature selection with Naïve Bayes using 

Gain Ratio and Relief-F feature selection. The test results obtained were the 

proposed Gain Ratio and Relief-F methods, the gain ratio method did not 
increase while the Relief-F method was able to increase the classification 

accuracy of naïve Bayes with an increase obtained of 0.2928% when compared 

to the Naïve Bayes test without feature selection. 
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1. INTRODUCTION  

Naive Bayes Classifier (NBC) is a method in data mining that is used for data classification. 

This method aims to build a classification model using a training dataset to determine a class [1]. In 

addition, this method is also a simple method for building a classification model by assigning class 

labels as examples of problems, then representing them as feature value vectors by taking class labels 

from several finite sets [2]. 

Several studies on data classification using NBC have been published by researchers. In the 

[3] study, predicting chronic kidney disease used the Random Forest, Naïve Bayes, and K-Nearest 

Neighbor (KNN) classification methods. The results of this study show that the accuracy of the 

Random Forest method is better than the Naïve Bayes and K-Nearest Neighbor (KNN) methods. 

Furthermore, research [4], which compared the K-Nearest Neighbor (KNN), Naive Bayes, 

and Decission Tree (J-48) methods for predicting creditworthiness, obtained results stating that the 

Decission Tree (J-48) method has a higher level of accuracy. higher (92.21%) than the Naive Bayes 

method (81.83%) and KNN (81.82%).Literature review that has been done author used in the chapter 

"Introduction" to explain the difference of the manuscript with other papers, that it is innovative, it 

are used in the chapter "Research Method" to describe the step of research and used in the chapter 

"Results and Discussion" to support the analysis of the results [2]. If the manuscript was written 

really have high originality, which proposed a new method or algorithm, the additional chapter after 

https://creativecommons.org/licenses/by-sa/4.0/
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the "Introduction" chapter and before the "Research Method" chapter can be added to explain briefly 

the theory and/or the proposed method/algorithm [4]. 

In data mining, the classification process is carried out with one of the stages, namely the 

preprocessing stage to anticipate data from logs that may be incomplete or have noise and 

inconsistent data used [5]. At the data preprocessing stage, a method can be used that has a direct 

effect on the classification results, namely by selecting features [6]. 

To obtain features that are significant to the accuracy value of a classification method in 

selecting several features which are a subset of the original features, it is known as feature selection. 

The best solution that can be used to reduce the dimensions of the data we use is to do the feature 

selection. According to research [7], states that feature selection used in classification can improve 

performance by removing or removing features that are irrelevant to the classification results. Then 

in the research conducted [8] also states that feature selection can reduce high data dimensions and 

can improve the performance of a classification method 
 

2. RESEARCH METHOD  

A. Research Analysis Steps 

The steps applied in this study are as follows: 

1. Determine the dataset to be used. 

2. Perform a selection of dataset features with gain ratio and relief-F. 

3. Performs Naive Bayes accuracy calculations without feature selection. 

4. Perform calculations of Naive Bayes accuracy by selecting the gain ratio and F-relief 

features. 

5. Naïve Bayes classification accuracy with gain ratio and F-relief feature selection. 

B. Data Used 

The data used in this study is the Wisconsin breast cancer dataset obtained at UCI Machine 

Learning. The data consists of 699 data with 10 attributes and 1 class attribute. 

Table 1. Gain Ratio Weight Value 

No Feature Weight Value 

1 Sample_Code_Number 0.0996 

2 Clump_Thickness 0.1522 

3 Uniformity_of_Cell_Size 0.2996 

4 Uniformity_of_Cell_Shape 0.2719 

5 Marginal_Adhesion 0.2099 

6 Single_Epithelial_Cell_Size 0.2333 

7 Bare_Nuclei 0.3027 

8 Bland_Chromatin 0.2005 

9 Normal_Nucleoli 0.2375 

10 Mitoses 0.1876 

Then the process of calculating the weight values on the dataset using Relief-F using Weka Waikato 

tools, so that the weights of 10 criteria with different weight values are obtained. The results of the 

weight calculation using the Relief-F method can be seen in Table 2 below: 

Table 2. Relief-F Weight Value 

No Feature Weight Value 

1 Sample_Code_Number 0.00527 

2 Clump_Thickness 0.47218 

3 Uniformity_of_Cell_Size 0.53719 

4 Uniformity_of_Cell_Shape 0.54261 

5 Marginal_Adhesion 0.24436 

6 Single_Epithelial_Cell_Size 0.29605 

7 Bare_Nuclei 0.60117 

8 Bland_Chromatin 0.42635 

9 Normal_Nucleoli 0.28243 

10 Mitoses 0.06896 
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Next is to calculate the accuracy of the dataset used using the Naive Bayes method without feature 

selection. The accuracy obtained by the Naive Bayes classification method on the Wisconsin Breast 

Cancer dataset is 97.3646. The accuracy results obtained using the Naïve Bayes calculation method 

can be seen in Table 3 below: 

Table 3. Naive Bayes Accuracy Value 

No Method accuracy 

1 Naive Bayes 97.3646 

 

Then calculate the accuracy of the Naïve Bayes method with the selection of the gain ratio feature 

and the selection of the F-relief feature. The feature weight value limit used in this calculation is 

0.15. So that in the gain ratio feature selection and the relief-F feature selection, only features that 

have a weight value of > 0.15 are used. From the existing provisions, the features obtained in the 

new dataset can be seen in Table 4 below: 

Table 4. Gain Ratio Feature Selection 

No Feature Weight Value 

1 Clump_Thickness 0.1522 

2 Mitoses 0.1876 

3 Bland_Chromatin 0.2005 

4 Marginal_Adhesion 0.2099 

5 Normal_Nucleoli 0.2375 

6 Single_Epithelial_Cell_Size 0.2333 

7 Uniformity_of_Cell_Shape 0.2719 

8 Uniformity_of_Cell_Size 0.2996 

9 Bare_Nuclei 0.3027 

 

While the new features obtained from feature selection using the Relief-F method can be seen in 

table 5 below: 

Table 5. Relief-F Weight Value 

No Feature Weight Value 

1 Marginal_Adhesion 0.24436 

2 Normal_Nucleoli 0.28243 

3 Single_Epithelial_Cell_Size 0.29605 

4 Bland_Chromatin 0.42635 

5 Clump_Thickness 0.47218 

6 Uniformity_of_Cell_Size 0.53719 

7 Uniformity_of_Cell_Shape 0.54261 

8 Bare_Nuclei 0.60117 

 

The level of accuracy obtained by the Naïve Bayes method by using the Gain Ratio feature selection 

and the Relief-F feature selection can be seen in table 6 below: 

Table 6. Accuracy Value of Naive Bayes with Feature Selection 

No Method Feature Selection accuracy 

1 Naive Bayes Gain Ratio 97.3646 

2 Naive Bayes Gain Ratio 97.6574 

 

3. RESULTS AND DISCUSSION 

Based on the results of tests conducted on the Wisconsin Breast Cancer dataset with a total of 

699 data with 10 criterion features and 1 class feature, an increase in accuracy was obtained from the 

Naïve Bayes method by using feature selection using the relief-f method. While the naïve Bayes 

method did not increase after feature selection was carried out using a Gain ratio with a threshold of 

0.15. The weight of each feature which is calculated using the gain ratio and relief-F can make it 

easier for decision-makers because the determined weights are not calculated manually but are 

calculated systematically and objectively. The test for calculating the accuracy of the Naïve Bayes 

classification without using feature selection obtained a result of 97.3646%, while the test carried 
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out for accuracy of Naïve Bayes with the feature selection gain ratio was 97.3646%, the accuracy of 

the classification of Naïve Bayes using the relief-f feature selection was 97.6574%. The increase in 

the level of accuracy is obtained from the Naïve Bayes method with the selection of relief-F features 

with an increased accuracy rate of 0.2928%. 

 

4. CONCLUSION 

Based on the results of testing the accuracy of the Naïve Bayes method without feature selection 

and with the gain ratio and F-relief feature selection on the Wisconsin Breast Cancer dataset, it can 

be concluded that the feature selection method can increase accuracy in Naïve Bayes. The increased 

accuracy of the Naïve Bayes classification method using Relief-F feature selection increased by 

0.2928% from the accuracy of the Naïve Bayes method without using feature selection with an 

accuracy rate of 97.3646%. 
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